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Abstract

Reinforcement learning (RL) is a powerful paradigm that might be a solution for
artificial general intelligence [Silver et al.,|2021]]. An RL agent interacts with its
environment by performing actions and receiving observations. This interaction
results in what we call the agent’s data stream of experience. In many cases,
observations only give partial information about the state of the environment, and
the agent needs to construct its state based on the data stream of experience [Sutton
and Barto| 2018]]. The state is fundamental for an RL agent. The state is the input
to the agent’s policy and value functions. The state is both the input and the output
of the environmental model of a model-based RL agent. In the past, domain experts
designed the state based on their understanding of the environment and what they
thought might be helpful to the agent. Recently, modern deep learning methods
based on gradient descent have been applied to RL to learn the state while the agent
is performing on the task of interest. Many of these deep learning methods were
originally designed for supervised learning problems, which made these methods
tricky to be a part of an RL agent. The agent’s data stream of experience consists
of highly correlated data that require workarounds such as target network and
experience replay to perform well on RL problems [Mnih et al., 2015]. While
these workarounds achieved significant performance, they have limited the way
that RL may be used. With the emergence of popular benchmarks such as Arcade
Learning Environment [Bellemare et al.,[2013]] and MuJoCo [Todorov et al., 2012],
the final performance on these benchmarks overshadows the attempt to answer the
underlying fundamental research questions about intelligence, such as learning
online without storing past data points. Learning online from the most recent
experiences enables the agent to perform better in the problems it is currently facing
and to adapt to changes in non-stationary environments. Deep learning methods
based on gradient descent have been shown to lose their adaptability as their initial
randomness in their weights is lost [Dohare et al., 2021]]. However, RL is well
suited for online learning and dealing with non-stationary environments. RL agents
can acquire rich knowledge of the environment by online interaction without storing
past data points [Sutton et al.,|2011]]. Our methods of learning and constructing the
state should not undermine these abilities; on the contrary, they should embrace
them. Instead of avoiding the issues and finding workarounds for the problems
arising by using deep learning methods, we should focus on finding methods that
learn the state online without storing past data points. Looking back at the history
of artificial intelligence research, we see that utilizing general methods such as
search and learning is the most effective [Sutton), 2019]. Perhaps we can start by
employing a search method similar to the generate-and-test algorithm [Mahmood
and Sutton, |2013]]. The search algorithm improves the agent’s performance and
also becomes better at learning and adapting to the environment in the future. We
may start by dealing with the representational problems in isolation. For instance,

Preprint. Under review.



Animal Learning Testbeds [Rafiee et al., [2021]] provide benchmarks inspired by
animal learning experiments. Each of these benchmarks focuses on a particular
problem, such as remembering past events, which helps us better evaluate our
methods of learning the state. We need to study various aspects of learning the
state directly from the agent’s data stream of experience and benchmarks similar to
Animal Learning Testbeds enable us to focus on the online setting.
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